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Abstract
Web content is an essential element for large language model (LLM)
services, supporting both training and inference processes. To man-
age the content access of web bots from LLM service vendors (i.e.,
LLM bots), web content publishers are increasingly incorporated
content access rules into robots.txt, a long-established web con-
tent management protocol. However, the rise of proprietary LLM
bots, such as OpenAI’sChatGPT-User and Google’sGoogle-Extended,
has raised concerns about the transparency of web content access
and whether these bots adherence to robots.txt rules. However,
there is limited understanding of these LLM bots, concerning their
impact on web publishers and broader web content governance.
To fill this gap, we present a systematic analysis of 18 LLM bots
on 582,281 robots.txt files. Our findings reveal a significant in-
crease in robots.txt rules associated with LLM bots, particularly
in domains that fall into the finance and news category. Despite
the heightened integration, web publishers face challenges in man-
aging robots.txt configurations due to the complexity of the
LLM ecosystem and the involvement of third-party brokers. Fur-
thermore, we identified several cases of robots.txt violations,
including instances where LLMs memorized web content from re-
stricted domains, and where ChatGPT-User ignored robots.txt
and accessed restricted content. These results highlight the gaps
in the current web content governance and underscore the need
for enforceable content management mechanisms to respect web
publishers’ intentions and content control.

1 Introduction
Similar to the quote from 2007, “without web bots, there would be
no search engines,” we are now in an era where “without web bots,
there would be no LLM services.” Web content, such as text corpora
from news websites, images from image hosting platforms, code
from developer forums, and even multilingual parallel corpora from
Wikipedia, plays vital roles in LLM services, including assembling
initial training corpora [74], conducting instruction fine-tuning [94],
and enabling Retrieval Augmented Generation [35]. As demand
for web content as training data grows, LLM vendors have been
increasingly deploying proprietary web bots (i.e., LLM bots) dedi-
cated to crawling public web content. Examples include GPTBot and
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ChatGPT-User from OpenAI [1, 57], ClaudeBot from Anthropic [9],
and Google-Extended from Google [66].

However, as these LLM bots proliferate, concerns over public web
content collection ethics, privacy, and adherence to web content
governance protocols—particularly robots.txt files—have become
increasingly relevant. The robots.txt file (a.k.a., RFC 9309 Robots
Exclusion Protocol) [5] is a longstanding standard in web proto-
col first created in 1994. While adherence to this standard is not
mandatory, robots.txt continuously serves as a critical tool that
enables website publishers to control the bot access through a set
of robots.txt rules (see Section 2). Originally designed for tra-
ditional search engine crawlers, this protocol has now become a
focal point of debate: should LLM bots adhere to these robots.txt
rules differently—or perhaps not at all? In response to these ques-
tions, major LLM vendors, including OpenAI, Google, Anthropic
have explicitly stated that their LLM bots will honor robots.txt
files [1, 9, 66], allowing web content publishers to manage how
their content interact with LLM bots. This adherence also serves as
an opt-out mechanism for publishers who do not want their web
content used for LLM services, adding an essential layer of control
for web publishers in an era where AI-driven web scraping is on the
rise. Meanwhile, recent reports and news [28, 53] have highlighted
instances where LLM bots have ignored robots.txt rules or have
engaged in excessive crawling of specific domains. Despite such
controversies, there remains a limited understanding of these LLM
bots, their behaviors, and the impacts of their activities on web
publishers and broader web governance.
Our study. To bridge this gap, we present a systematic study mea-
suring LLM bots deployed by leading LLM vendors to understand
their implications for web publishers and evaluate their adherence
to robots.txt. Specifically, we developed a systematic approach
to compile a dataset of 18 distinct LLM bots associated with 15 LLM
vendors and 13 LLMmodel families, alongwith 582,281 robots.txt
files collected from 610,681 active domains from the Tranco-1M
domain list [61]. To perform a longitudinal analysis of web pub-
lishers’ response to LLM bots, we collected historical robots.txt
files of 428 domains from top domains using Internet Wayback
Machine [10], covering a period from Jan 1, 2023, to April 1, 2025.
Additionally, policy documents from 98 domains that explicitly
state their content being used for AI/ML training, are collected
for analyzing inconsistency with their robots.txt files. Leverag-
ing this dataset, we conducted a suite of systematic measurements
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and developed a dedicated LLM content memorization analysis
method, allowing us to examine the web publishers’ response and
the adherence of LLM bots with robots.txt rules. In this study,
we aim to answer the following questions: How are web publishers
responding to the emergence of LLM bots, and what changes are
they making in their robots.txt files? Are robots.txt files con-
figured correctly to manage LLM bots access? Do LLMs memorize
web content that is restricted to the associated LLM bots?
Findings. From 582,281 robots.txt files collected in our research,
we find 42,930 (7.42%) domains list at least one of LLM bots in
their robots.txt rules. It is a notably large number considering
98,026 domains reference the Top 20 non-LLM bots. This indicates
a growing awareness and intentional response among web content
publishers, particularly in finance, technology, and news domains
where sensitive or proprietary information is often involved. How-
ever, our study revealed significant challenges in configuring and
adapting robots.txt rules effectively. Specifically, one major issue
stems from the complexity of the LLM ecosystem, making it difficult
for web publishers to keep track of and account for the wide array
of bots that may interact with their content. These bots originate
not only from the primary LLM vendors but also from third-party
data brokers associated with these vendors. For example, in our
analysis, we identified 5,880 instances of conflicting robots.txt
configurations between 11 proprietary bots from LLM vendors and
CCBot, a bot commonly deployed by data brokers Common Crawl
affiliated with these vendors (Section 5.1). As another instance, we
observe that FineWeb [60], a widely used open-source web content-
based training dataset crawled by CCBot, includes content from
domains that explicitly restrict usage for AI training.

In our exploration of whether restricted web content is being
memorized by LLMs, we observed a total of 382 and 93 sentences
have been memorized by closed- and open-source LLMs out of
2,622 sentences spanning 9 website categories, respectively (Sec-
tion 5.1). We observe that for some domains disallowing LLM bots
access, such as al.com, cleverland.com, and pennlive.com, LLMs gen-
erate nearly the same sentences as those in the original article
(Section 5.1). It suggests that web content that publishers explic-
itly disallowed for LLM training has already been “memorized”
by LLM. We further conducted a convention analysis focusing on
RAG-related LLM bots, e.g., ChatGPT-User , specifically examining
their interactions with five websites that provide real-time, unique
information but explicitly restrict content access to these bots. We
found that ChatGPT-User and PerplexityBot demonstrated clear in-
stances of accessing real-time web content from these restricted
domains. Moreover, further examination using a self-hosted web
server revealed that ChatGPT-User is accessing URLs disallowed by
the robots.txt rules. Note that these bots explicitly stated in the
official documents that they adhere to robots.txt rules [1]. Such
violation emphasizes the ongoing challenges for web publishers to
manage access by LLM bots.
Contributions. We summarize the contributions as follows:
• We conduct the first in-depth empirical study of robots.txt
rules associated with 18 LLM bots, providing a foundational under-
standing of the alignment, or the potential misalignment, between
web publishers’ intentions for their content and the practices of
LLM web crawling.

# Apply to all bots not explicitly mentioned
User-agent: *
Disallow: /private/
Disallow: /admin/
Disallow: /login/

# Allow specific bots to access the entire site
User-agent: Googlebot
Allow: /

# Disallow specific bots from accessing certain part of domain
User-agent: BadBot
Disallow: /private

Figure 1: An Example of robots.txt file

• Our study uncovers the challenges that web content publishers
face in configuring and adapting robots.txt files to effectively
manage LLM bot access.
• Our study reported and investigated instances of LLM bot viola-
tion of robots.txt rules, providing insight into the effectiveness
of robots.txt as a governance tool in LLM development.
Artifact availability and responsible disclosure. We have re-
leased the artifacts associated with this study, including the code
and dataset [4]. Additionally, we have shared our findings with
LLM/RAG providers such as OpenAI, Google, and HuggingFace.

2 Background
RFC9309Robots ExclusionProtocol. As a community-developed
web standard, the RFC 9309 Robots Exclusion Protocol (commonly
known as the robots.txt standard) [5] has proven to be a simple
and transparent way widely adopted by web publishers to manage
their content, especially in controlling how search engines access
their content via automated web crawlers. Our study shows that
over 83.43% of the domains with active homepage in the top-1M
domains use the robots.txt file (see Section 3), demonstrating
its critical role in web content management. Meanwhile, while ad-
herence to this standard is not mandatory, web crawler operators,
including major search engines like Google [66] and Bing [2], as
well as generative AI companies such as OpenAI [1], have explicitly
committed to follow the Robots Exclusion Protocol. For instance,
OpenAI has declared that its GPTBot and ChatGPT-User will follow
the robots.txt standard and provides guidance to web publishers
on how to disallow it [1].

Particularly, the Robots Exclusion Protocol defines the machine-
readable rule that web crawlers are requested to honor when ac-
cessing URIs. These rules are outlined in a file named robots.txt,
located in the top-level directory of the web service (i.e., www.
example.com/robots.txt). The scheme of robots.txt consists of
the user-agent line and the allow/disallow line, where the user-
agent line specifies the crawler’s name (or uses ‘*’ to apply to all
web crawlers), and the allow/disallow line indicates whether ac-
cessing a URI that matches the corresponding path is allowed or
disallowed. Figure 1 illustrates an example of a robots.txt file:
Googlebot and Bingbot are explicitly allowed to access the entire site.
On the other hand, certain directories such as ‘/private/’, ‘/admin/’,
and ‘/login/’ are disallowed for all other crawlers, as indicated by
the ‘User-agent: *’ rule. Additionally, specific bots like BadBot are
disallowed from accessing any content under ‘/private’.

In our study, we collected 42,930 robots.txt files associated
with LLM bots, and further conducted an in-depth study to investi-
gate web publishers’ response and preference of these bots.
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Web content for LLM. LLMs have elevated the scale of datasets
to unprecedented heights, with the incorporation of increasingly
large text corpora. Among LLM datasets, web content, such as text
corpora from news websites, images from image hosting platforms,
code from developer forums, etc, represents the most prevalent
type of data [67, 70].

Web content plays vital roles in various phases of LLM devel-
opment, including initial training corpora assembly, instruction
fine-tuning, as well as Retrieval Augmented Generation (RAG).
Specifically, the training corpora for LLMs consist of web content
derived from crawling numerous webpages across the internet. For
instance, Common Crawl [25] is a massive and widely-used web
corpus, that serves as a building block of multiple LLM training
datasets, including CCNet [88], C4 [63], ThePile [34], RedPajama [3]
and ROOTS [43]. Additionally, LLM providers, such as OpenAI, and
Google, also independently conduct web crawls to gather data for
training their models [57, 66]. For RAG, high-quality web content,
such as Wikipedia data, is specifically utilized to enhance the relia-
bility of generated content [44].

In our study, we examined how LLM providers utilize web con-
tent, specifically focusing on adherence to web publishers’ access
policy as indicated in their robots.txt files, so as to understand
the rights of web publishers to regulate the use of their content.
LLM data memorization. LLMs have demonstrated the ability to
memorize segments of their training data [16, 17, 48] and, when
prompted correctly, can reproduce this memorized information ex-
actly. Typically, LLM data memorization has been formally defined
as below [16]: A string 𝑠 is 𝑘-extractable from an LLM 𝑓 if there
exists a context string (prefix) 𝑝 of length 𝑘 , such that the concate-
nation 𝑝 | |𝑠 appears in the training data for 𝑓 , and 𝑓 outputs 𝑠 in
response to the prompt 𝑝 . Several research have studied data mem-
orization in LLMs and data extraction attacks. Carlini et al. [17]
successfully identify memorized sensitive information in training
data using specific prefixes and decaying-temperature generation.
Prior work [51, 72] also leverages probability scores from LLMs to
determine whether a given sentence is part of the training dataset.
Building on these methods, we propose a novel memorization veri-
fication technique to assess whether data from specific web sources
was used in training a specific LLM (see Section 5.1), thereby veri-
fying the LLM bots’ adherence to the robots.txt convention.

3 Data
LLM bots. In this study, we compiled a list of 18 web crawlers
related to LLMs1. Specifically, to create this list, we referenced Dark-
visitor [86] and Udger [85], which maintain up-to-date lists of web
crawlers. We further supplemented these sources with additional
validation, including official documentation from LLM vendors and
behavioral observations collected via a dedicated server. Upon fur-
ther inspection of the web bot list, we identified 18 LLM bots, as
shown in Table 1.

The column “Used for LLM Service?” specifies whether the data
collected by these bots is utilized for LLM training or RAG services.
The documentation for some web crawlers explicitly states their
purposes, while for others, the specific usage remains undetermined

1We count anthropic-ai and ClaudeBot as one.

and is marked with . In particular, anthropic-ai and cohere-ai are
presumed to be associated with LLM vendors Anthropic and Cohere,
respectively and both bots have been blocked by major websites,
including The New York Times and The Wall Street Journal, via
their robots.txt files [26, 27]. Additionally, other bots marked
with a half-circle, such as Amazonbot, Facebookbot, and Yeti, are
considered LLM-related, as these vendors have their own LLMs.
While these companies also offer non-LLM services, their bots are
widely believed to support LLM data collection and have been listed
by publishers after LLM-related releases [41, 79, 86].

The column “Honors robots.txt?” specifieswhether the owners
of LLM bots have publicly stated adherence to the robots.txt
convention. In our study, we acknowledge that while robots.txt is
widely respected by LLM vendors and increasingly adopted by web
publishers, it remains a convention rather than a legally enforceable
requirement for LLM bots. Our study excluded those that explicitly
stated they do not adhere to robots.txt.

Note that for LLM bots associated with RAG vendors, their in-
teractions with Web content could be sophisticated. In particular,
to answer user queries, those bots either (1) visit a website spec-
ified by the user in the user query, i.e., per user-initiated action.
Examples include ChatGPT-User, or (2) search the database or call
a search API with keywords derived from the user query (even
when the linked was provided in the user query), i.e., per search
indexing. Examples include BingBot, YouBot, DuckDuckbot, and
cohere-ai. To distinguish different usages, Perplexity and Ope-
nAI dedicated two different bots serving above different purposes:
PerplexityBot and GPTBot access web content per search index-
ing, while Perplexity-User and ChatGPT-User per user-initiated
action. However, whether LLM bots triggered by user-initiated ac-
tions should respect robots.txt is more controversial than in the
case of those used for search indexing. For instance, Perplexity
explicitly mentions that Perplexity-User, which is used for user-
initiated action, does not adhere to robots.txt [6]; while OpenAI
states that both ChatGPT-User and GPTBot honor robots.txt and
can be opt-ed out by configuring them in the robots.txt [1]. In
our study, we carefully exclude those "user-initiated actions" LLM
bots unless they explicitly state that they adhere to robots.txt.
robots.txtfiles of Top-1Mdomains. We collect the robots.txt
files of the Top-1 million domains listed by Tranco [61] on 2024-
04-11. Tranco is a research-oriented ranking of the most popular
domains on the internet, which reduces biases by aggregating rank-
ings from five sources, including Cisco Umbrella [20], Majestic [50],
Farsight [33], the Chrome User Experience Report (CrUX)[19], and
Cloudflare Radar[22]. In our implementation, we use the Python
requests package to fetch each domain’s robots.txt file, with
each request having a timeout of 1 second. The default retry strat-
egy was implemented to handle transient network errors, allowing
up to three retries for each request.

Using this approach, we identified 610,681 active domains (61%).
The remaining domains were excluded due to various issues encoun-
tered during the request process, including HTTP errors, certificate
validation failures, domain name resolution errors, etc. Note that
60% access rate among Tranco top-1M domains well aligns with
the prior work [38, 80] using the Tranco domain listing. Out of
the active domains, we identified 582,281 (95.35%) domains with
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Table 1: Overview of LLM bots.

Category Bot Name Vendor Vendor Type LLM Used for
LLM Services?

Honors
robots.txt? Percentage

LLM Vendor

GPTBot OpenAI LLM GPT; OPT Yes [1] 13,495 (2.32%)
Google-Extended Google Search Engine / LLM Gemini; Gemma Yes [29] 6,134 (1.05%)
anthropic-ai
(ClaudeBot) Anthropic LLM Claude Yes [8] 2,746 (0.47%)

66 (0.01%)
cohere-ai Cohere LLM Command N/S 342 (0.06%)
Amazonbot Amazon E-Commerce Titan Yes [7] 3,004 (0.52%)
FacebookBot Meta Social Network LLaMa Yes [54] 1,028 (0.18%)
Bytespider Bytedance Social Network Doubao N/S 2,041 (0.35%)
Yeti Naver Search Engine HyperClovaX Yes [56] 3,332 (0.57%)
YandexBot Yandex Search Engine YaLM-100B Yes [91] 4,592 (0.79%)
Baiduspider Baidu Search Engine ErnieBot Yes [11] 11,981 (2.06%)
PetalBot Huawei ICT Pangu N/S 8,094 (1.39%)

Data Broker CCBot Common Crawl Data Provider N/A Yes [23] 10,400 (1.79%)
Omgilibot Webz.io Data Provider N/A N/S 1,319 (0.23%)

RAG Vendor

ChatGPT-User OpenAI LLM GPT Yes [1] 5,849 (1.00%)
BingBot Microsoft Search Engine Copilot Yes [2] 13,136 (2.26%)
cohere-ai Cohere LLM Command N/S 342 (0.06%)
PerplexityBot Perplexity AI LLM GPT+fine-tune Yes [6] 210 (0.04%)
YouBot YOU LLM GPT+fine-tune Yes [92] 58 (0.01%)
DuckDuckbot DuckDuckGo Search Engine DuckAssist Yes [31] 1,264 (0.22%)

indicates that the bot is explicitly utilized for dedicated LLM training data collection or Retrieval-Augmented Generation (RAG). denotes that there are no specific documents mentioning the engagement of
these bots in LLM training or RAG services, leaving their involvement unclear. N/S in Honors robots.txt? column indicates that these bots have no official crawler specifications

available robots.txt files associated with 15,646 unique web bots.
Among them, 42,930 domains/robots.txt files explicitly list LLM
bots. Despite its recent introduction, GPTBot is already the 9th most
mentioned bot, appearing in 13,258 (2.62%) domains’ robots.txt
files. The top-20 bots are summarized in our released artifact [4]
Historical robots.txt files listing LLM bots. To analyze tempo-
ral changes in robots.txt files related to LLM bots, we retrieved
historical versions of these files from the Internet Archive Way-
back Machine [10]. Specifically, we utilized Wayback CDX Server
API [49] provided by the Wayback Machine. This API allows us
to retrieve archived timestamps 𝑇 = {𝑡𝑖, 𝑗 } for each domain 𝑑 ∈ 𝐷 ,
where 𝑖 indexes domains and 𝑗 indexes the days. From these times-
tamps, we extracted the subset 𝑇𝑓 = {𝑡𝑖,1 |𝑖 = 0, 1, . . . , 𝑛}, which
represents the first timestamp of each day for every domain. For
each timestamp 𝑡𝑖,0 ∈ 𝑇𝑓 corresponding to a domain 𝑑𝑖 , we con-
structed snapshot URLs in the format: https://web.archive.org/
web/{𝑡𝑖,0}/{𝑑}/robots.txt. Using these URLs, we crawled the first
daily snapshot from January 1, 2023, to April 1, 2025. Note that
due to the Web Archive’s crawling frequency limitations, our study
focuses on the top 10,000 domains. Additionally, we have excluded
domains with a limited number of historical snapshots (fewer than
165 snapshots, i.e., less than 20% of the observation time period). We
collected 234,511 snapshots of robots.txt files from 558 domains
to understand web publishers’ responses to these bots.
Web publisher’s content usage policy. Our study examines how
configurations of LLM-related robots.txt files correspond with
web publishers’ content usage policies. Hence, we collected pol-
icy documents from websites, including Terms and Services (ToS),
Privacy Policies, and Copyright Statements. These documents out-
line the usage policies for website content, with some explicitly
prohibiting the use of their content for training AI models.

Building on prior research focused on the large-scale analysis
of ToS and privacy policy documents [64, 73, 78], we began by

identifying URLs on domain homepages that contained keywords
commonly associated with such policy documents (e.g., terms, con-
ditions, privacy). This approach has proven effective for document
collection, achieving a 92.17% ± 6.51% coverage of English privacy
policies on the web with a 95% confidence interval [73].

From a total of 582,281 domains with robots.txt files, we iden-
tified 320,914 candidate domains containing URLs with these key-
words. The main content of the corresponding HTML files was then
extracted using the Goose3 Python package [13]. 203,659 domains
contained extractable content in the identified URLs. Non-English
content was subsequently filtered out using the LangID [47]. As a
result, a total of 122,536 domains were confirmed to have English
policy documents.

To determine the stance of these documents on AImodel training,
we searched for phrases such as “train an AI” or “train machine
learning” within the main content. Given that simple keyword
matching could result in false positives, we conducted a manual
review of each document that contained these phrases. Out of
187 domains with matched phrases, we identified 98 domains that
explicitly restricted the use of their content for AI training.

The complexity of HTML structures and the need for additional
URL visits can lead to processing challenges, particularly with
documents from major news outlets or magazines. To address this,
we manually verified the content usage policies of the top 100
websites categorized as news and politics, according to the IBM
Cloud API, as detailed in Section 2. This verification identified an
additional 10 domains, resulting in a total of 108 domains that
explicitly mention that their content is not allowed for training
machine learning models.
Data summary. Table 2 summarizes the statistics of three datasets
used in our measurement study (Section 4). Dataset D1, a single
snapshot of robots.txt files on 2024-04-11, is used to provide
an overview landscape of LLM bots (Section 4.1, 4.2). Dataset D2,
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Table 2: Summary of datasets.

Dataset Description Value

D1

Domains w/ robots.txt 582,281
Timestamp 04/11/2024
Domains w/ LLM-related bots 42,930

D2

Observation period 01/01/2023 - 04/01/2025
Domains 558
robots.txt files in total 234,511

D3
Domains w/ content usage policies 122,536
Domains explicitly restricting AI training 98
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Figure 2: Category distribution of domains with LLM bots
listed in the robots.txt file.

which contains historical robots.txt files, is used in Section 4.2
for a longitudinal analysis of web publishers’ awareness of LLM
bots. Note that for this dataset, due to the strict API limit (only
4-5 pages/min), we focus our analysis on Top-1k domains in the
Tranco domain listing (234,511 historical robots.txt files from
558 domains). Dataset D3 is used in Section 4.2 for assessing the
discrepancy between web content policy and robots.txt rules.

4 Measurement and Analysis
This section begins by providing an overview of the data col-
lected from robots.txt files. Next, we analyze the responses of
web publishers to the emergence of LLM bots and their adap-
tion on robots.txt. Finally, we investigate the (in-)consistency of
robots.txt rules across different LLM bots and (dis-)alignment
between website policy document (e.g. terms of use, privacy policy,
etc.) and robots.txt rules towards LLM bots.

4.1 LLM bots and their robots.txt files
This section provides an overview of the robots.txt files from
websites with LLM-related bots, focusing on three key aspects: cat-
egory distribution of these websites, the allow/disallow directories
specified for LLM-related bots, and errors observed in robots.txt
files related to LLMs.
Category distribution. Using the IBM Cloud API [21], we cat-
egorized 34,373 of the 42,930 domains that list LLM bots in their
robots.txt files. The categorization leverages the IAB Tech Lab
Content Taxonomy [37], which organizes domains into primary cat-
egories, further divided into sub-categories. Our analysis focuses on
the primary category, selecting it based on the highest classification
confidence provided by the API.

import urllib.robotparser
rp = urllib.robotparser.RobotFileParser()
rp.set_url("https://weather.com")
rp.read()
result = rp.can_fetch(
    "GPTBot", 
    "https://weather.com/health/skin-health/video/is-eczema-contagious")
print(result)

>>> True

User-agent: *
Disallow: /search
(…)

User-agent: GPTBot
Disallow: /

User-agent: Google-Extended
Disallow: /
Disallow: /*?page=[0-9][0-9]
Disallow: /*?page=[0-9][0-9][0-9]
Disallow: /*?page=[0-9][0-9][0-9]
[0-9]
Allow: /*?page=[0-9]

...

#
# Block openAI Bot
#

User-agent: GPTBot
Disallow: *

User-agent: ChatGPT-User
Disallow: *

...

(a) weather.com (b) mashable.com

(c) robotsparser access test for weather.com

Figure 3: robots.txt files of (a)weather.com (b)mashable.com.
(c) access test for weather.com with robotsparser.

The resulting distribution is visualized in Figure 2. As indicated
in the figure, a significant portion of websites falls into the business
and finance and technology & computing categories, with exam-
ples including Amazon, Netflix, Meta, and Yelp. Other prominent
categories include news and politics and education, with examples
such as The New York Times and CNN. Domains fall into these
categories often contain some copyrighted or sensitive content that
should not be used for training LLMs.
Errors in robots.txt. This section explores the syntax errors in
robots.txt files and their potential implications for web crawlers.
Although some common errors, such as missing specified user-
agent and use of unknown directives are observed [59], here we
particularly focus on two errors that can mislead the interpretation
of robots.txt rules for LLM-related bots.

One notable error involves the use of disallow: * instead of the
correct disallow: /. The wildcard ‘*’ is generally used to specify
paths, such as admin/*; however, it is not able to block all content
on the website with disallow: *, and the rule should be disallow: /
according to the official robots.txt specification [5]. Among the
42,930 domains with LLM-related bots, we found 74 instances of
this mistake. For example, weather.com intended to disallow access
from GPTBot by using disallow: * as shown in Figure 3-(a), but
this rule can grant full access to the bot. This misconfiguration is
interpreted as allowing all access by commonly used robots.txt
parsers like robotsparser [62], as illustrated in Figure 3-(c).

Another common error arises when new rules are inserted into
existing ones, altering rules in robots.txt. For instance, mash-
able.com’s robots.txt shown in Figure 3-(b) demonstrates this er-
ror, where new rules associated with GPTBot and Google-Extended
were added amidst rules intended for wildcard user agent. This
leads to a misinterpretation of the file, allowing Google-Extended
access to certain parts of the site based on the allowed directives
in the last line. For instance, the Google-Extended bot could access
URLs like https://mashable.com/articles?page=2, which goes against
the publisher’s intent. These syntax errors create ambiguities that
may lead to unintended crawling by LLM vendors’ bots, allowing
access to content that was not intended for use in model training.
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Table 3: Website response times following the introduction
of LLM bots or the Release of LLMs

Category Bot Name Bot (LLM/Service)
Release Date

Med.
Days After

Max.
Days After

Min.
Days After

LLM
Vendor

GPTBot 2023-08-07 27.00 470 0
Google-Extended 2023-09-28 38.00 512 1
anthropic-ai 2023-05-18 209.00 551 84
(ClaudeBot) 2024-04-19 80.00 346 -136

Amazonbot 2020-04-23
(2023-09-28) 160.00 550 6

FacebookBot 2010-11-03
(2023-02-24) 342.00 621 224

Bytespider 2019-12-31
(2023-08-18) 238.00 551 14

Yeti 2020-06-02
(2023-08-24) 86.00 334 9

Baiduspider 2009-05-11
(2023-08-31) 38.00 327 7

PetalBot 2020-05-20
(2023-03-20) 355.00 742 24

Data
Broker

CCBot 2009-05-11 5251.00 5765 4986
Omgilibot 2013-12-11 3681.00 3867 3638

RAG
Vendor

ChatGPT-User 2023-05-29 120.00 591 -82
YouBot 2023-02-22 443.00 765 286

BingBot 2015-01-28
(2023-09-21) 40.00 40 40

DuckDuckbot 2009-11-09
(2023-03-08) - - -

4.2 Web Publishers’ Response to LLM bots
Awareness of LLM bots and robots.txt adaption. Timely re-
sponses to LLM bots are critical in preventing copyrighted or sensi-
tive content from being inadvertently collected and used for training
purposes. According to dataset 𝐷1, we reveal that 42,930 domains
list at least one of 18 LLM bots, indicating web publishers of these
domains are aware of the existence of LLM bots. Note that 42,930
is a significant number, considering that the top-20 non-LLM bots
are mentioned by only 98,026 domains [4].

In this study, we also measure how soon web publishers respond
to the release of LLM bots. To this end, among the 18 LLM bots under
study, we collect the release dates of 2 LLM bots from their official
bot disclosure date and 14 from Udger [85]—a platform that offers
detailed insights into crawler user agents and their initial appear-
ance. We excluded cohere-ai from our analysis due to the absence of
official documentation and missing “first seen” data in Udger. Yan-
dexBot was also excluded because its associated LLM, YaLM-100B,
was released prior to the time frame of our historical robots.txt
collection. Note that, as some LLM and RAG vendors had long
been deploying web crawlers for other purposes, we use the first
LLM release date as the baseline date for tracking adaptations in
robots.txt policy (highlighted in blue). In addition, as mentioned
in Section 3, we collect historical robots.txt files associated with
LLM bots for this experiment. For benchmarking purposes, we also
include the number of domains listing these robots on the first
date of our historical robots.txt collection. Since some websites
routinely update their robots.txt files regardless of LLM releases,
we use the counts from the initial snapshot and counts prior to the
model release as a baseline (in Figure 4).

Table 3 summarizes the response times of websites against the
introduction of LLM bots. Here, for each bot, we exclude domains
that already listed it in their robots.txt on our first collection
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Figure 4: Number of domains with LLM bots before and after
LLM release.

date, since the initial bot listing date cannot be determined. Inter-
estingly, we observe that robots.txt adoption is influenced by the
presence of official acknowledgment and documentation. As shown
in the table, web publishers reacted promptly to the LLM bots with
official documents, such as GPTBot and Google-Extended, typically
around 30 days. Notably, several news and magazine websites, such
as vox.com and theverge.com, listed GPTBot and Google-Extended
just one day after its announcement. In contrast, the anthropic-ai
bot, likely originating from Anthropic [12, 26] but initially undocu-
mented, took 84 days to appear in a robots.txt file after initially
being detected by Udger (2023-05-18). However, in 2024, Anthropic
released its proprietary LLM bot as ClaudeBot [9] instead.

DespiteCCBot,Omgilibot, Bytespider, FacebookBot, PetalBot,Ama-
zonbot, and Yeti having a long history of web data collection, a no-
table increase in their listing in robots.txt files has been observed
since 2023, when the new era of LLMs began. Figure 4 demonstrates
a notable increase in listings for Amazonbot, Facebookbot, Bytespi-
der, and PetalBot following the release of their associated LLMs.
Notably, CCBot, saw a significant increase, with 156 additional web
publishers listing it in their robots.txt files, compared to just 5
in our initial snapshots of the historical robots.txt collection.

Overall, we observe that the adaptation rate for LLM bots in-
creases 59.71% from 2023-03-01 to 2024-03-01, and 16.67% from
2024-03-01 to 2025-04-01. In the first snapshot of our historical
robots.txt collection, 149 out of 441 domains listed LLM bots,
rising to 292 domains by the final snapshot.

Observing the top-10 categories of domains (as in Section 4.1),
news and politics websites have an average of 3.31 LLM bots in-
crease in the robots.txt compared to the initial snapshot date,
followed by automotive websites with 3.00 and business and fi-
nance domains with 2.79 increase, respectively. In contrast, video
gaming domains showed an average of 1.40 LLM bots increase in
their robots.txt files. Particularly, we observe the growth in list-
ings of unique user agents in the robots.txt files of well-known
news websites, from early 2023 to early 2025. Figure 5 shows the
changes in the cumulative count of unique bots added over time
for four well-known news domains, with red indicating changes
that included LLM bots. Interestingly, the nytimes.com and cnn.com
underwent significant modifications to its robots.txt file, with a
total of 42 and 58 user agents listed by April 2025. Also, starting on
February 23, 2024, nytimes.com explicitly stated in its robots.txt
file that the use of its content for data mining, AI/LLM development,
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included LLM bots.
Algorithm 1 Calculate Favorability for Bot 𝑟
1: Input: Set of robots.txt files 𝐹 , bot 𝑟
2: Output: Bias scores, 𝑏𝑖𝑎𝑠 (𝑓 , 𝑟 ) ; favorability score Φ(𝑟 )
3: for each file 𝑓 ∈ 𝐹 do
4: Initialize 𝐷𝑢 (𝑓 ) ← 𝑠𝑒𝑡 ( ) , 𝐷𝑟 (𝑓 ) ← 𝑠𝑒𝑡 ( ) e
5: for each directory 𝑑 ∈ DIR(𝑓 ) do
6: if 𝑑 is allowed for universal bot “*” then
7: 𝐷𝑢 (𝑓 ) .𝑎𝑑𝑑 (𝑑 )
8: end if
9: if 𝑑 is allowed for bot 𝑟 then
10: 𝐷𝑟 (𝑓 ) .𝑎𝑑𝑑 (𝑑 )
11: end if
12: end for
13: Calculate bias: bias(𝑓 , 𝑟 ) = |𝐷𝑟 (𝑓 ) | − |𝐷𝑢 (𝑓 ) |
14: end for
15: 𝑁favored (𝑟 ) =

∑
𝑓 ∈𝐹 I(bias(𝑓 , 𝑟 ) > 0)

16: 𝑁disfavored (𝑟 ) =
∑

𝑓 ∈𝐹 I(bias(𝑓 , 𝑟 ) < 0)
17: Calculate the favorability score:

Φ(𝑟 ) = 𝑁favored (𝑟 )
𝑁favored (𝑟 ) + 𝑁disfavored (𝑟 )

and any commercial activities is restricted. Additionally, although
there is no significant increase in the number of websites incorpo-
rating bots from technology companies such as Baiduspider and
Yeti as indicated in Figure 4, those that have started listing these
bots are enforcing strict restrictions (disallow all) on them.
LLM bots preference. To evaluate web publishers’ biases toward
specific LLM bots in their robots.txt configurations, we analyzed
the favorability score [76] to assess the consistency of robots.txt
rules across different LLM bots. Specifically, the favorability score
calculates the level of access granted to a specific bot compared to
the universal bot (*). Following the method by Sun et al. [76], for
each robots.txt file, we first identify directories allowed for both
the universal bot (*) and the bot 𝑟 , denoted as 𝐷𝑢 and 𝐷𝑟 . Then, the
bias score is computed as bias(𝑓 , 𝑟 ) = |𝐷𝑟 | − |𝐷𝑢 |, where positive
values indicate a preference for bot 𝑟 . The final favorability score
Φ(𝑟 ) is the proportion of files favoring bot 𝑟 out of all files that
either favor or disfavor it (See Algorithm 1).

Figure 6 illustrates the favorability scores of LLM bots. It re-
veals that bots with high favorability scores are typically associated
with search engine vendors. Although DuckDuckBot and BingBot
are categorized as related to RAG due to their connection with

Table 4: Conflicts in web publishers’ robots.txt policies to-
ward LLM bots from LLM vendors and data broker CCBot.

Conflict Between Domains conflict full-conflict

GPTBot↔ CCBot 17124 9997 (58.4%) 1583 (9.2%)
Google-Extended↔ CCBot 11730 6562 (55.9%) 1000 (8.5%)
anthropic-ai↔ CCBot 10569 7917 (74.9%) 1055 (10.0%)
cohere-ai↔ CCBot 10395 8539 (82.2%) 1228 (11.8%)
Amazonbot↔ CCBot 12508 9976 (79.8%) 1454 (11.6%)
FacebookBot↔ CCBot 10782 8611 (79.9%) 1218 (11.3%)
Bytespider↔ CCBot 11792 9582 (81.3%) 1419 (12.0%)
Yeti↔ CCBot 12818 9878 (77.1%) 1595 (12.4%)
YandexBot↔ CCBot 14297 11764 (82.3%) 1696 (11.9%)
Baiduspider↔ CCBot 20107 15106 (75.1%) 2185 (10.9%)
PetalBot↔ CCBot 16908 13503 (79.9%) 3341 (19.8%)

Total: 35689 31389 (87.95%) 5880 (16.48%)
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Figure 6: Favorability Score

vendors offering LLM services, their favorability scores are differ-
ent. Bots from search engine providers, such as Yeti, Yandex, and
Baiduspider, however, exhibit lower scores compared to those from
major English-language search engines. Notably, bots from com-
panies primarily known for LLM technologies—such as GPTBot,
Google-Extended, cohere-ai, and anthropic-ai—have relatively low
favorability scores. This can be attributed to most rules for these
bots being configured to disallow all content on websites. Similar
observations apply to CCBot and OmgiliBot, which are associated
with data brokers.

Furthermore, we analyze the inconsistency in the robots.txt
rules towards LLM bots from LLM vendors and data brokers. Com-
mon Crawl is as a major LLM training data broker of LLMs like
GPT [15], Gemini [82], and LLaMa [84]. If either CCBot, Common
Crawl’s web crawler, or proprietary bots from LLM vendors are
not properly blocked, content not intended for LLM training might
eventually be included in LLM training datasets. Table 4 summarizes
the number of conflicts associated with 4 LLM bots clusters and
42,633 domains. We observed 31,389 partial and 5880 full conflict
cases between 11 proprietary bots from LLM vendors and CCBot,
spanning 35,689 domains, as shown in Table 4. For example, we
identified 1,583 domains that granted full access to CCBot while
restricting GPTBot entirely. For instance, elsevier.com, a leading aca-
demic publisher, disallows GPTBot and Google-Extended but grants
full access to CCBot. Moreover, it does not list YouBot or Perplexi-
tyBot, both associated with RAG services, allowing these bots to
have unlimited access to all content on Elsevier’s platform.
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User-agent: *
Allow: /

Sitemap: https://www.dwell.com/
sitemap.xml
Sitemap: https://www.dwell.com/
sitemap.news.xml

# START YOAST BLOCK
# ---------------------------
User-agent: *
Disallow:

Sitemap: https://
www.thirteen.org/
sitemap_index.xml
(. . .)
---------------------------
# END YOAST BLOCK

(a) dwell.com (b) thirteen.org

Figure 8: robots.txtfile of (a) dwell.com (b) thirteen.org. Snap-
shot on April 2nd, 2024

Discrepancies between content policies and robots.txt for
LLM bots. To examine whether robots.txt configurations align
with the web publishers’ intentions regarding the use of content
for LLM training, we analyze the consistency between the LLM
bots-related robots.txt settings and the website’s content policies,
including Terms and Services (ToS), Privacy Policies, and Copy-
right Statements. Specifically, as noted in Section 3, we collected
98 domains that explicitly state in their content policies that their
content is not permitted for training machine learning models. We
then reviewed these domains’ robots.txt files to verify if they
include rules that effectively prohibit LLM training. A total of 13
LLM bots from LLM vendors and data brokers are considered here.

Our findings reveal discrepancies between the stated content
policies and robots.txt configurations, suggesting a gap between
policy document and robots.txt implementation. Figure 7 shows
the number of domains that fully disallow, partially allow, or fully
allow access to each LLM bots. As shown, while 43.88% (43 out of 98)
of domains enforce a full disallow policy for GPTBot, significantly
fewer domains implement a full disallow policy towards other LLM
bots. Also, none of domains explicitly block all bots associated with
LLM training in their robots.txt files; additionally, 18.36% (18 out
of 98) of the domains allow full access to all LLM bots.

For instance, dwell.com has explicitly prohibited the use of their
content for AI training in their Terms and Conditions [32]. How-
ever, their robots.txt rules (Figure 8-(a)) allows the full access
of all LLM bots. Similarly, thirteen.org, where the robots.txt file
(Figure 8-(b)) permits full access to all LLM bots, despite the explicit
restrictions outlined in its Terms of Service [81]. As a result of the
improper configuration of robots.txt, our further investigation
confirms that content from these domains has been included in LLM

Table 5: Domains for memorization analysis.

Category Domain # Tested

2023-05-10 2019-02-14

Business and Finance sportsengine.com 95 10

Education pennlive.com 151 156
silive.com 152 148

Food & Drink epicurious.com 133 0
bonappetit.com 103 4

Movies gqindia.com 161 0

Music and Audio pitchfork.com 97 0

News and Politics nj.com 154 160
al.com 137 124

Style & Fashion vogue.co.uk 93 0
gq-magazine.co.uk 141 0

Television cleveland.com 163 156

Video Gaming gulflive.com 111 100
syracuse.com 105 120

Total 1796 978

training datasets. For example, Fineweb [60], an open-source LLM
training dataset [90, 96], contains 197,151 pages under 69.44% (75
out of 108) of these domains (details can be found in our artifact [4]).
Discussion. Web publishers listing the LLM bots can be considered
‘aware’ of these bots and took the corresponding actions. We found
that 42,930 (7.42%) publishers acknowledge LLM bots and explicitly
include them in their robots.txt. These LLM bots listed are generally
not preferred by web publishers, i.e., more restricted access rules
are enforced to LLM bots, according to our bot preference analysis
(Figure 6.) On the other hand, for web publishers that have no LLM
bots listed, it is unclear whether they are aware of their existence
but choose to allow them, or are simply unaware. Our discrepancy
analysis between content policies and robots.txt files reveals that
many web publishers explicitly state in their content policies that
they do not want their content used for AI training. However, they
do not comprehensively list LLM bots in robots.txt, indicating
these web publishers are ‘unaware’ of certain LLM bots. Since large-
scale human-subject studies on web publishers are infeasible, their
awareness on remaining cases is difficult to assess. Furthermore, the
inconsistent rules in robots.txt towards different LLM bots may
lead to web content inadvertently flowing into LLM training/infer-
ence, potentially resulting in unintended data usage.

5 robots.txt Convention Analysis
In this section, we evaluate the extent to which LLM bot honor the
disallow rules specified in the robots.txt.

5.1 LLM Memorization Analysis
We assess the memorization of different LLMs on sentences ex-
tracted from different categories of domains. Particularly, given the
web content 𝑠 that an LLM bot is restricted from accessing to train
the LLM 𝑓 , our methodology will evaluate whether the model 𝑓
memorizes the exact web content 𝑠 . Note that unlike prior model
memorization studies [14, 16, 17, 39] that focus on completing a
given sentence based on a given set of initial tokens, we extend this
approach by prompting the LLMs to generate the next complete
web content 𝑠 . This extension is crucial for robots.txt convention
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analysis because generating an entire subsequent sentence requires
the model to recall and reproduce more significant and specific
content from its training data, rather than simply continuing the
linguistic patterns of the initial input.
Problem formulation. Given a language model 𝑓 and a sentence
𝑠𝑖 extracted from an article as a prompt, we aim to assess themodel’s
memorization by evaluating how closely the generated sentence
𝑠′𝑖+1 = 𝑓 (𝑠𝑖 ) matches the actual subsequent sentence 𝑠𝑖+1. By com-
paring the generated output with the original content, we can de-
termine the extent to which the model recalls specific information,
thereby inferring adherence to robots.txt policies.
Target LLMs.We focuse on four LLMs associated with LLM bots in
this study: GPT-4o, Gemini-pro-1.0, Claude-3-haiku, and Command-
R, which corresponds to the following bots:GPTBot,Google-Extended,
anthropic-ai, and cohere-ai, respectively. These models are consid-
ered as closed-source because they are only accessible through APIs,
and their model weights are not publicly disclosed.

Additionally, we also examine three popular open-source LLMs:
GPT-2, LLama3, and Gemma-2, which correspond to the following
bots: GPTBot, Facebookbot, and Google-Extended. These models are
publicly available, allowing us to leverage predicted token proba-
bilities, and model generation parameters, to assess memorization.

For other LLMs listed in Table 1, we find that these either primar-
ily target languages other than English or do not have API access
(i.e., they are internal models) thus excluded from this analysis. A
total of 7 LLMs associated with five bots are examined.
Datasets. In our study, we collected the following datasets to assess
whether LLM bots adhere to the disallow rules specified in the
robots.txt. The dataset has been publicly shared [4]:
• Groundtruth set: To evaluate the effectiveness of our method,

we choose OPT [95] as the test model due to its publicly available
training datasets, CCNews [95]. From the CCNews dataset, we sam-
pled 200 articles from each of the top-5 domains with the most URLs
(i.e., dailymail.co.uk, devdiscourse.com, fourfourtwo.com, forbes.com,
and express.co.uk). To ensure uniqueness, we extracted the top five
main sentences from each article using the Python Summa [24]
package and verified their uniqueness via Google search. Only
sentences with at most one Google search result were retained. Ad-
ditionally, since OPT was developed before June 2022, we collected
1,000 unseen, in-distribution articles published in 2024 (200 from
each of the same top-5 domains). These articles underwent the
same preprocessing steps, including main sentence extraction and
uniqueness verification via Google search. Following preprocessing,
we constructed the groundtruth set, consisting of 1,773 sentences
from the CCNews 2020 dump (positive set) and 1,372 sentences
from the 2024 collection (negative set).
• disallow web content set: To extract candidate web content for

analysis, we first identify domains that either explicitly restrict ac-
cess to all 5 LLM bots covering both open-source and closed-source
models, in their disallow rules. We identified 91 English domains
that disallow all target bots. From each domain, we then select can-
didate web content that is both informative and unique. We ensure
the uniqueness to reduce instances where identical content might
appear in other domains with less restrictive rules. In our implemen-
tation, we collected 35,585 articles from sections with informative
content, such as blogs, tutorials, etc. For each domain, we sample

200 articles for our testing purposes. After that, we leverage the
summa Python package [24] to select key sentences from each arti-
cle, excluding uninformative sentences (fewer than 10 words). To
ensure uniqueness, we used Google Search to retain only sentences
with fewer than one exact-match result. Through this process, we
collected 2,622 sentences for LLM memorization analysis. Note that
we split those sentences based on their release dates to enable evalu-
ation across different models. Considering the model’s release date,
1,796 sentences dated prior to May 10, 2023 were used to evalu-
ate GPT-4o-mini, Gemini-1.0-Pro, Claude-3-Haiku, Command-R,
Llama-3.1-8B, and Gemma-2-9B, while 978 sentences dated prior
to February 14, 2019 were used to assess GPT-2-XL. Table 5 shows
the dataset statistics.
Methodologies. Due to the access level difference between open-
source and closed-source LLMs, different methods are adopted for
assessing memorization.
1) open-source LLMs: To overcome the aforementioned restrictions
of previous approaches, we design a targeted web content genera-
tion approach using beam search, allowing us to assess the memo-
rization of certain articles. Our approach iteratively optimizes text
generation by using a dynamic bad word list, guiding the model
to include or exclude specific terms, as shown in Algorithm 2. The
bad word list is updated dynamically after each iteration. Initially,
to constrain the search to the original article, we add all words not
in the article to the bad word list. After each iteration, words in
the generated text not present in the original article will be added
to the bad word list. The generation process continues until a pre-
defined iteration limit is reached or when the similarity between
the generated text and the original sentence surpasses a predefined
threshold. With the above-mentioned groundtruth dataset, we use
half of the positive and negative set to determine the threshold, and
the second half is used to evaluate the prediction performance. Our
experimental results (Appendix B) show that our method achieves
perfect precision scores, significantly outperforming the existing
method [72], which achieves a precision score of 0.631. Note that
high precision is critical for verification to avoid wrongly-declared
false cases in a large-scale measurement study.

In our implementation, we develop the aforementioned algo-
rithm using the transformers [89] library, employing constrained
beam search [18] for text generation. The parameter bad_words_ids
is used to guide the generation process. To reduce the risk of miss-
ing high-probability word sequences, we set num_beams to 20 and
adjust num_return_sequences the desired number of top-scoring
beams (e.g., num_return_sequences = 20). To prevent repetitive word
sequences, we set no_repeat_ngram_size to 1. We used ROUGE-L
as the similarity metric and set the similarity threshold at 0.83 (see
Appendix A for justification).
2) closed-source LLMs: Due to the limitation in setting bad_word_ids
for closed-source LLMs, we use the prompt-based approach to
enforce the bad words in the next sentence generation. Specifically,
in the prompt, we instruct LLMs to generate the next sentence with
and without certain words. The complete prompt is as follows:
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Relying on your memorization during training, generate the sentence
that immediately follows the provided sentence. Please output only
the next sentence without additional text or prologue. The next sen-
tence MUST include the following words: [force_words]. The next
sentence MUST NOT include any of these words: [bad_words]. The
given sentence is: [SENTENCE]

As the token list of closed-source LLMs is unavailable, we first ini-
tialize the force_words with the words from the next sentence. Then,
we dynamically update bad_words to include words not present in
the target sentence after each iteration, as we do in open-source
LLMs. During the iteration, the bad_words is keep updated with the
words that are not present in the target sentence. We early stop the
iteration if the similarity score exceeds 0.9. Temperature is set to
0.01 to minimize the randomness introduced during the generation.
Results. Table 6 presents the number of high-similarity cases based
on ROUGE-L scores across various closed- and open-source LLMs.
Our method identified 382 cases with similarity scores above 0.83
on closed-source models, including 107 cases exceeding 0.9. Closed-
source LLMs show a higher number of high-similarity cases than
closed-source LLMs. This is due to the larger model size and training
dataset size of closed-source LLMs, compared to the open-source
LLMs being tested. For open-source models, 83 instances have
similarity scores over 0.83, of which 24 scored above 0.9. Closed-
sourcemodels, particularly Gemini-1.0-Pro and Claude-3-Haiku,
demonstrate a significantly higher number of high-similarity cases
compared to other closed-source models. Gemini 1.0 Pro notably ex-
cels with 112 cases scoring above 0.83, including 41 cases exceeding
0.9, followed by Claude 3 Haiku with 95 and 23 cases, respectively.
Among open-source models, Gemma-2-9B recorded 45 cases above
0.83, including 17 exceeding 0.9, while Llama 3.1 reported 26 and 3
cases, respectively. Notably, Gemma-2-9B generated four instances
in the News and Politics category with similarity scores exceeding
0.9. For instance, the following shows the similarity score of about
1.00 with the original one and returns only a single result on Google
search, from nj.com:

But I talked to coach (Rich) Hansen and a few other experienced people in
the game.

Llama 3.1 generates a sentence highly similar to the original as
the subsequent sentence:

Rutgers football recruiting update, 12/15 But where does the 6-3, 315-pound
three-star find the motivation to play so hard all the time?

Specific categories such as News and Politics, Education, and
Video Gaming display a higher frequency of high-similarity con-
tent across models. For instance, the News and Politics category
consistently ranks high, with 19 cases with similarity higher than
0.85 reported for Gemini 1.0 Pro and Claude 3 Haiku. In one case,
given a sentence from pennlive.com:

At this point, it would count as a major surprise if any of the four scholar-
ship backs opt to leave.

Claude 3 Haiku generated the following sentence:

<b>Position breakdown<b>True freshmen Caziah Holmes and Keyvone
Lee pushed into duty following the losses of Brown and Cain.

This generated sentence matches exactly, even replicating the
<b>tags, and both the input sentence and the generated output can
only be found in pennlive.com:

<b>Position breakdown:<b>True freshmen Caziah Holmes and Keyvone
Lee were pushed into duty following the losses of Brown and Cain.

More high-similarity cases across categories are summarized in
our released artifact [4]
Discussion. The problem of recognizing the web content fetched
by non-conventional LLM bot within LLM outputs is closely tied
to the issues of LLM membership inference attacks [52, 72] and
LLMmemorization analysis [14, 16, 17], both of which remain open
research questions. Our method, inspired by existing controlled
generation memorization analysis approach [58, 87], is specifically
designed to identify high-confidence instances within each domain,
ensuring high precision while sacrificing broader coverage. Our
method is evaluated by comparing with established baselines in
Appendix B. We empirically show that in the ground truth set, none
of the sentences can be generated with high similarity using our
method if they are not from the training set, indicating that using
our method, high-similarity sentences can hardly be generated by
chance if they are not “memorized”.

High-similarity instances from categories such as News and
Politics, Education, andVideoGaming, indicate that content in these
domains is particularly prone to memorization by LLMs, compared
to categories like Music and Audio, and Business & Finance. This
difference might be attributed to the availability of a high-quality
corpus in the domains.

Our analysis here focuses on domains where publishers have
explicitly disallowed LLM bots, which indicates that web publishers
do not want their data to be used for LLM training. However, the
high-similarity generation cases observed in our analysis suggest
potential memorization and unintended use of web content, which
underscores not only the risks of unauthorized data inclusion in
LLM training but also the limitations of robots.txt as LLM train-
ing data opt-out mechanism. We acknowledge that our evaluation
may contain false positives. Although we filtered candidate sen-
tences using Google search to ensure uniqueness, there are still
multiple alternative data acquisition channels, e.g., commercial
data-sharing agreements between platforms and model developers,
or third-party dataset vendors that crawl and resell public web data,
etc. Such alternative channels can still lead to LLM memorizing the
content, regardless of the restrictions in robots.txt.

5.2 Case Study: ChatGPT-User
The utilization of Retrieval-Augmented Generation (RAG) technol-
ogy has become increasingly prevalent among LLMs to mitigate
issues related to hallucinations. RAG-related bots are often used
to retrieve content from user-specified websites or through user-
initiated actions. Some bots, such as Perplexity-User, explicitly state
that they do not honor robots.txt; however, ChatGPT-User from
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Table 6: Comparison of ROUGE-L similarity scores across LLMs in disallowed categories.

Category GPT-4o-mini Gemini-1.0-Pro Claude-3-Haiku Command-R GPT-2-XL (1.5B) Llama-3.1-8B Gemma-2-9B

>= 0.83 >= 0.90 >= 0.83 >= 0.90 >= 0.83 >= 0.90 >= 0.83 >= 0.90 >= 0.83 >= 0.90 >= 0.83 >= 0.90 >= 0.83 >= 0.90

Business & Finance 0 0 0 0 0 0 0 0 0 0 3 1 2 2
Education 15 2 23 7 24 7 8 0 6 4 4 1 5 1
Food & Drink 5 3 6 2 6 4 3 0 0 0 2 1 7 4
Movies 6 1 15 4 7 0 3 0 0 0 3 0 6 1
Music and Audio 0 0 0 0 0 0 0 0 0 0 0 0 0 0
News and Politics 19 1 28 8 24 6 6 2 4 0 4 0 8 4
Style & Fashion 6 0 6 3 6 0 5 2 0 0 4 0 5 1
Television 5 2 12 8 8 2 4 0 1 0 3 0 6 3
Video Gaming 9 1 22 9 20 4 4 1 1 0 3 0 6 1

Overall 65 14 112 41 95 23 33 5 12 4 26 3 45 17

OpenAI explicitly states in the official documentation [1] that web-
site owners can opt out by specifying it in their robots.txt file.

Analysis on dedicated domain. To examine the behavior of
ChatGPT-User , we deploy a nginx-based web server and monitor
the access logs of its web content. In particular, these logs capture
detailed HTTP headers, including user-agent strings and accessed
URLs, as shown in Figure 10. Also, we configured its robots.txt to
allow ChatGPT-User to access to all webpages except those located
under the dedicated directory better/.

After setting up the site, we instructed ChatGPT to access a
restricted page within the directory better/ and summarized the
content. As shown in Figure 10, the LLM bot ChatGPT-User did
visit the robots.txt but proceeded to fetch the content from the
restricted page regardless. It indicates that robots.txt rules are not
respected by the ChatGPT-User, contrary to OpenAI’s declaration
regarding ChatGPT-User’s behavior [1].
Analysis on restricted domains. To evaluate whether ChatGPT-
User’s adherence to robots.txt on a larger scale and in a real-
time query context, we assess the accuracy of ChatGPT’s response
to questions that require real-time access to the latest informa-
tion. More specifically, we identified five websites (i.e., rottentoma-
toes.com, billboard.com, amazon.com, a1securitycameras.com, and
garmin.com) that provide unique and real-time information avail-
able, yet restrict content access forChatGPT-User. Then, we generate
queries seeking unique and real-time information on those domains,
such as specific music or movie rankings on entertainment sites
and the prices of particular items on shopping sites. To ensure
responses directly address the questions using information from
these specified websites, the prompts explicitly instruct the model
to access these sources. In total, we crafted 20 questions for each
targeted domain, and manually collected the real-time ranking and
price information in May 2024. Next, we assess response accuracy
by checking if the response precisely matches the recorded price or
ranking of specific items on the observed date. Examples of prompts
can be seen in our artifact [4].

We observed the responses associatedwithChatGPT-User achieved
the average accuracy of 50%, 45%, 36%, 60%, 37% for the domains rot-
tentomatoes.com, billboard.com, amazon.com, a1securitycameras.com,
and garmin.com, respectively. These results indicate that ChatGPT-
User accessed the real-timeweb content from those domains, thereby
violating their robots.txt policies. An example of the violation
cases can be seen in Figure 9-(a).

(a) ChatGPT access amazon.com

(b) Perplexity access the a1securitycameras.com

Figure 9: Examples of non-conventional cases of ChatGPT-
User and PerplexityBot (snapshots on 2024-04).

40.84.221.238 - - [28/Mar/2025:21:25:57 -0400] "GET /robots.txt HTTP/
1.1" 200 227 "-" "Mozilla/5.0 AppleWebKit/537.36 (KHTML, like Gecko); 
compatible; ChatGPT-User/1.0; +https://openai.com/bot"

40.84.221.238 - - [28/Mar/2025:21:25:57 -0400] "GET /better/index.html 
HTTP/1.1" 200 1626 "-" "Mozilla/5.0 AppleWebKit/537.36 (KHTML, like 
Gecko); compatible; ChatGPT-User/1.0; +https://openai.com/bot"

Figure 10: Access logs of ChatGPT-User (tested on 2025-03-28).

When comparing with other RAG bots cohere-ai, Perplexity-
Bot and YouBot, we looked into the responses to the queries of
a1securitycameras.com, which restricts the access of all four bots.
We observe the response accuracy of 60%, 0, 56%, 0 for the bots
ChatGPT-User , cohere-ai, PerplexityBot and YouBot, respectively.
Some violation cases are also observed for PerplexityBot, as one
instance shown in Figure 9-(b). It shows that, unlike ChatGPT-User
and PerplexityBot, which show significant accuracy and therefore
probable access to restricted information, cohere-ai and YouBot
appear to respect a1securitycameras.com’s access policy by not re-
trieving or generating content based on real-time data from this
site, indicating better compliance with robots.txt rules.

6 Discussion
Security Implications. In our study, we identified conflicts in
web publishers’ robots.txt listings for LLM bots (Section 4.2); i.e.,
some publishers block bots from LLM vendors but allow access to
bots from data brokers. Such incomplete configurations may lead
to unwanted data eventually being used for LLM training. On top
of that, we find that 197,151 URLs from 75 domains that explicitly
prohibit AI training in their content policies are included in one of
the widely used LLM training datasets, FineWeb [60]. Furthermore,
even when robots.txt is properly configured, our memorization
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analysis in Section 5.1 reveals many high-similarity LLM verbatim
cases from domains that disallow the LLM bot. In Section 5.2, we
also identify real-time robots.txt violation cases by LLM bots
used for RAG purposes.

Although robots.txt is not a legal enforceable rule but rather
a convention, robots.txt by far is the most widely-used method
for web publishers to opt out of their web content being used
for LLM training and inference. However, as mentioned above,
robots.txt is not properly configured and is also highly prone to
violations. The lack of enforcement mechanisms increases the risk
of data extraction attacks [17], raising concerns about sensitive data
leakage and potential copyright infringement. Our study aims to
provide initial insight into the challenges of regulating web crawlers
in the era of LLMs, and calls for better practices to protect against
unauthorized use of web content.
Recommendations. To facilitate proactive measures by web pub-
lishers, proprietary bot information from LLM vendors should be
publicly disclosed. This transparency would enable publishers to
configure appropriate rules for data access and usage preemptively.
As mentioned in Section 3, many Web bots associated with LLMs
lack detailed documentation on their operational guidelines, par-
ticularly regarding data collection practices. Interestingly, in our
experiment with the dedicated web server (Section 5.2), when using
the Deep Research feature of Gemini [36], we observed the access
of LLM bot to our website, with the bot name of “Google” , which
does not match any of the bot identifiers listed in Google’s docu-
mentation [29]. As shown in our study, this lack of clarity often
results in delayed responses from publishers to specific bots. There-
fore, we suggested establishing a centralized, publicly accessible
database that aggregates information on bots from various LLM
vendors, detailing their specific purposes, such as LLM training,
and RAG. This shared resource would enable web publishers to
identify bots accurately, understand their data use intentions, and
configure relevant access controls more effectively.

Moreover, to address the need formore granular control over web
bot access based on purpose, we propose extending the robots.txt
syntax to include an “access purpose” field. This field would allow
web publishers to define separate access policies based on the in-
tended purpose of each bot’s activities, such as LLM training, RAG,
search engine indexing, or analytics. For example, the syntax could
be extended as follows:

User-agent: BotName User-agent: BotName
Purpose: LLM-training Purpose: Search-Engine-Indexing
Disallow: Allow: /

In this robots.txt syntax, web publishers could block a web bot
from collecting data for LLM training purposes but allow it to access
content for indexing, thereby supporting SEO while protecting
sensitive content from unintended use in model training.

Furthermore, it is recommended that LLM vendors proactively
enhance transparency by disclosing data usage in LLM services,
to respect web publishers’ rights to understand if and how their
content is being utilized. To facilitate this, LLM vendors could
implement mechanisms allowing publishers to verify whether data
from their domains has been included in training datasets, giving
them direct insight into the extent of their content’s use.

7 Related Work
robots.txt analysis. robots.txt files have been studied before
the advent of LLMs. Sun et al. [77] conducted the first systematic
study of the deployment, usage, and effectiveness of the robots.txt
protocol across diverse websites, later identifying biases towards
specific search engines in a follow-up study [76]. Expanding on
this foundational work, Kolay et al. [42] analyzed a broader set of
websites, providing further insights into robots.txt usage. Some
work also explore the efficiency [45] and regulation challenges of
robots.txt protocols [69]. Recent studies have highlighted grow-
ing concerns regarding machine learning. Keller et al.[40] proposed
best practices for website owners opting out of content use in ML
training. Dinzinger et al.[30] conducted a longitudinal analysis of
robots.txt and license-related HTML annotations, noting a rise
in disallow policies targeting LLM data collection bots like GPTBot,
Google-Extended, and CCBot, which aligns with our findings. Dif-
ferent from these works, our research examines the convention of
large-scale robots.txt rules associated with 18 LLM bots, uncov-
ering instances of violation among LLM bots and highlighting the
challenges web content publishers face in configuring and adapting
robots.txt files to effectively manage LLM bot access.
LLM memorization & training data extraction. Recent studies
have investigated memorization in large language models (LLMs)
and the resulting privacy risks. Carlini et al. [16] and Nasr et al. [55]
examine the role of factors like model size and data duplication
in revealing memorized content. Tirumala et al. [83] and Satvaty
et al. [68] discuss the implications of memorization on both gen-
eralization and privacy. Meanwhile, Zhang et al. [93] introduce
counterfactual methods to distinguish between memorization of
common versus rare data, and Schwarzschild et al. [71] propose
an adversarial compression-based metric to quantify data mem-
orization. In training data extraction and membership inference,
Carlini et al. [17] suggest a sampling strategy to extract sensitive
information from LLMs. Kassem et al. [39] and Su et al. [75] use
prompt-based method to enhance training data extraction. Addi-
tionally, similar to existing membership inference attacks, recent
work leverages probability distributions from LLM outputs to de-
tect pretraining data inclusion [52, 72]. Unlike prior work that
focuses on completing sentences from a set of initial tokens, our
approach for robots.txt convention analysis prompts LLMs to
generate more specific web content, targeting worst-case scenarios
and prioritizing high-confidence instances.

8 Conclusion
Our study highlights the growing complexity and significance of
governing LLM bots’ access to web content within the framework of
robots.txt. The substantial increase in robots.txt rules towards
LLM bots reflects heightened awareness and concern among web
publishers regarding the impact of LLM bots. However, challenges
such as the complexity of the LLM ecosystem, inconsistent config-
urations, and the involvement of third-party data brokers make it
difficult for publishers to manage bot access effectively. Notably,
cases of robots.txt violation, such as memorization of content
from disallowed domains and ChatGPT-User’s ignorance of content
restrictions, underscore gaps in the effectiveness of robots.txt
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as a governance tool. To this end, we recommend that LLM ven-
dors disclose bot information and data usage practices, and adopt
measures like a centralized bot database and enhanced robots.txt
syntax for granular control.
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Appendix
A Similarity Threshold Selection (Section 5.1)
To determine the most effective threshold for identifying memo-
rized sentences, we constructed the ground-truth dataset as men-
tioned in Section 5.1, consisting of 1,773 sentences from the CCNews
2020 dump (positive set) and 1,372 sentences from the 2024 collec-
tion (negative set). Half of this dataset was used for determining
the similarity threshold, while the remaining half was reserved for
evaluating the baseline performance of our proposed memorization
analysis method (Appendix B).

Our analysis included three widely used similarity algorithms
from prior research: Memorization Score [83], Sentence-BERT em-
bedding similarity [65], and ROUGE-L score [46], as summarized
in Table 7. The results reveal that both Memorization Score and
ROUGE-L scores present distinctive distribution patterns, compared
to Sentence-BERT embedding similarity. For instance, with ROUGE-
L, a similarity score above 0.83 shows a marked divergence between
the positive and negative sets, whereas Memorization Score exhibits
differentiation at a threshold of 0.65. Additionally, ROUGE-L has
more high-similarity cases, with 14 samples scoring above 0.9, in
contrast to none for Memorization Score. Based on these findings,
we selected ROUGE-L as the optimal similarity metric. To refine
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Table 7: Comparison of similarity algorithms across LLMs in the sampled groundtruth dataset.

Similarity Algorithm Dataset <=0.6 0.6∼0.7 0.7∼0.75 0.75∼0.8 0.8∼0.85 0.85∼0.9 0.9∼0.95 0.95∼1

Memorization
negative 1003 2 0 0 0 0 0 0
positive 1009 15 4 5 5 8 0 4

SentenceBERT
negative 176 241 159 182 130 73 14 2
positive 201 188 153 162 150 95 19 32

ROUGE-L
negative 982 20 2 3 1 0 0 0
positive 848 81 41 22 20 14 0 14

Figure 11: Chat history of ChatGPT when asked to summa-
rize content from aURL restricted by robots.txt convention.

the ideal similarity threshold, we conducted a binary search over
the range of 0.8 to 1.0 in the ground truth dataset, with a step size
of 0.01 (can be found in the figure in our release artifact [4].) The
results revealed that ROUGE-L produced no scores above 0.83 for
the negative set but yielded 47 instances above this threshold for
the positive set, leading us to identify 0.83 as the optimal similarity
threshold.

B Baseline Evaluation of Memorization
Analysis Method (Section 5.1)

Table 8: Performance Comparison of Memorization Analysis
Methods

Method Precision Recall Accuracy

Min-K% 0.6313 0.4907 0.5948
Our Method 1.0000 0.0459 0.5118

In Section 5.1, we proposed a novel method to assess the memo-
rization behavior of different LLMs. To evaluate the effectiveness
of our approach, we compared it against the established method
by Shi et al [72]. As mentioned in Appendix A, half of the ground
truth dataset was used to determine the similarity threshold, and
the remaining half was used for this evaluation.

Table 8 presents the precision, recall, and accuracy scores for
both methods. While our method achieves perfect precision, it
has significantly lower recall compared to the baseline. However,
precision is more critical in our task, as the primary goal is to
identify non-compliance cases with zero false positives. This makes
our method more effective and suitable for robots.txt compliance
analysis, as it minimizes the risk of false positives.

Algorithm 2 Next sentence generation for open-source LLMs
Input LLM𝑀 , sentence 𝑃 , target𝑇 , article𝐴, max iter. 𝐼 , thresholds 𝛿, 𝛿𝑓 , top 𝑁 .

1: 𝐵 ← {𝑤 | 𝑤 ∉ 𝐴} ⊲ bad words
2: 𝑆best ← 0
3: for 𝑖 = 1 to 𝐼 do
4: 𝐺cand ← 𝑀 (𝑃, 𝐵) ⊲ Top-𝑁 w/ constraints
5: for 𝑔 ∈ 𝐺cand do
6: 𝐵 ← 𝐵 ∪ {𝑤 ∈ 𝑔 ∧ 𝑤 ∉ 𝑇 }
7: 𝑆 ← Sim(𝑔,𝑇 )
8: if 𝑆 > 𝑆best then 𝑆best ← 𝑆
9: end if
10: if 𝑆best > 𝛿 then break
11: end if
12: end for
13: end for
14: return 𝑆best > 𝛿𝑓
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